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Server Shipments 1996 Server Shipments 1996 ––  2001  2001
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Intel Architecture vs. RISCIntel Architecture vs. RISC
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Flexibility for Enterprise andFlexibility for Enterprise and
Scientific EnvironmentsScientific Environments

Scale OutScale Out

Scale UpScale Up

MainframesMainframes

4-4-wayway

2-2-wayway

8-8-wayway

16-16-wayway

Web Web 
ServersServers

ApplicationApplication
ServersServers

  

Database & Database & 
HPC ServersHPC Servers

  

**Other names and brands are property of their respective owners.Other names and brands are property of their respective owners.
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Introducing the newIntroducing the new
IntelIntel®®  XeonXeon™™ Processor Processor
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IntelIntel®®  XeonXeon™™ Processor MP Processor MP
Features for Multi-Processor Server PlatformsFeatures for Multi-Processor Server Platforms

IntelIntel®®  NetBurstNetBurst™™
MicroarchitectureMicroarchitectureIntegratedIntegrated

Three Level CacheThree Level Cache
1MB or 512KB Level 3 Cache1MB or 512KB Level 3 Cache

Hyper-ThreadingHyper-Threading
TechnologyTechnology

400400MHzMHz
System BusSystem Bus

SystemSystem
Manageability BusManageability Bus

Speeds up toSpeeds up to
1.60 GHz1.60 GHz

144 144 NewNew
SSE-2 InstructionsSSE-2 Instructions

+ + Level 2Level 2
Advanced Transfer CacheAdvanced Transfer Cache

256KB256KB

108 million transistors

ServerWorksServerWorks**
Chipset withChipset with

DDR 200 MemoryDDR 200 Memory
and PCI-X supportand PCI-X support

Designed for 4-way, 8-way and above
Multi-Processor Servers

Designed for 4-way, 8-way and aboveDesigned for 4-way, 8-way and above
Multi-Processor ServersMulti-Processor Servers
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400 400 MHz MHz 
SystemSystem

BusBus

RapidRapid
ExecutionExecution

EngineEngine HyperHyper
PipelinedPipelined

TechnologyTechnology

Higher throughput when accessingHigher throughput when accessing
memory and I/O devices for improvedmemory and I/O devices for improved

server headroom and scalabilityserver headroom and scalability

Higher clock speeds and greaterHigher clock speeds and greater
throughput for server workloads resultingthroughput for server workloads resulting

in higher transaction rates andin higher transaction rates and
faster response timesfaster response times

22x clock speed for integer computationsx clock speed for integer computations
providing increased performance forproviding increased performance for

web and database serversweb and database servers

New instructions improve response timesNew instructions improve response times
for media servers, secure transactions andfor media servers, secure transactions and

next generation web servicesnext generation web services

IntelIntel®®  NetBurstNetBurst™™ Micro-architecture Micro-architecture
Delivering new Server capabilitiesDelivering new Server capabilities……

StreamingStreaming
SIMDSIMD

Extensions 2Extensions 2

Intel® NetBurst™ micro-architecture enables higher transaction
rates and faster response times for new capabilities

IntelIntel®®  NetBurstNetBurst™™ micro-architecture enables higher transaction micro-architecture enables higher transaction
rates and faster response times for new capabilitiesrates and faster response times for new capabilities
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IntelIntel®®  XeonXeon™™ Processor MP Processor MP
Integrated Three-Level Cache ArchitectureIntegrated Three-Level Cache Architecture

Rapid
Execution
Engine

Level 1
Execution

Trace Cache
12K u-ops

L2/L3 Cache Control

Level 2
Advanced

Transfer Cache
256KB for MP
512KB for DP

Integrated
Level 3 Cache
1MB or 512KB

for MP only

Level 1
Data

Cache
8KB

Provides fast access to decoded
micro-op instructions maximizing
pipeline throughput

Provides innovative cache access
techniques reducing access latency

for Rapid Execution Engine

Tightly synchronized with L1 Data
Cache and Rapid Execution Engine

improving access times

High-bandwidth path to memory
increasing throughput for large
server workloads

Innovative, three-level cache architecture designed
to meet the needs of high-end server applications

Innovative, three-level cache architecture designedInnovative, three-level cache architecture designed
to meet the needs of high-end server applicationsto meet the needs of high-end server applications
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Hyper-Threading TechnologyHyper-Threading Technology

System BusSystem Bus

Architectural State

Processor ExecutionProcessor Execution
ResourcesResources

Processor ExecutionProcessor Execution
ResourcesResources

Dual ProcessorDual Processor Hyper-Threading Enabled Dual ProcessorHyper-Threading Enabled Dual Processor

System BusSystem Bus

Processor Execution
Resources

Processor Execution
Resources

P6 P6 MicroarchitectureMicroarchitecture IntelIntel®®  NetBurstNetBurst™™  MicroarchitectureMicroarchitecture

•• Hyper-Threading Technology enables multi-threaded server software toHyper-Threading Technology enables multi-threaded server software to
execute tasks in parallel within each processorexecute tasks in parallel within each processor

•• Duplicates architectural state allowing 1 physical processor to appear asDuplicates architectural state allowing 1 physical processor to appear as
2 2 ““logicallogical”” processors to software (operating system and applications) processors to software (operating system and applications)

•• One set of shared execution resources (caches, FP, ALU, dispatch, etc.)One set of shared execution resources (caches, FP, ALU, dispatch, etc.)
•• TodayToday’’s threaded server software is compatible with Hyper-Threadings threaded server software is compatible with Hyper-Threading

Processor ExecutionProcessor Execution
ResourcesResources

Processor Execution
Resources

Architectural State Architectural State

Architectural State

Processor ExecutionProcessor Execution
ResourcesResources

Processor Execution
Resources

Architectural State

Architectural State

Industry’s first simultaneous multi-threading
technology on a general purpose microprocessor

IndustryIndustry’’s first simultaneous multi-threadings first simultaneous multi-threading
technology on a general purpose microprocessortechnology on a general purpose microprocessor
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Historical Performance for MPHistorical Performance for MP

Significant installed base of platforms 98-’00
– results in 2-3X performance increase

Significant installed base of platforms 98-Significant installed base of platforms 98-’’0000
–– results in 2-3X performance increase results in 2-3X performance increase
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4P Performance

Source: IDC Server Tracker Q3Source: IDC Server Tracker Q3’’01 &  Intel projection01 &  Intel projection

IDEAS Competitive ProfilesIDEAS Competitive Profiles

(4P Example based on Compaq (4P Example based on Compaq ProLiantProLiant series) series)

~3~3X performance increaseX performance increase
•• Cost per transaction dropsCost per transaction drops

12

Introducing the nextIntroducing the next
generationgeneration

IntelIntel®®  ItaniumItanium™™ Processor Processor
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McKinley UpdateMcKinley Update
ll McKinley on schedule for release inMcKinley on schedule for release in

mid-2002mid-2002
–– Sampling to OEMs since Feb Sampling to OEMs since Feb ‘‘0101
–– Pre-production pilot systemsPre-production pilot systems

underway with end usersunderway with end users

ll McKinley builds on and extendsMcKinley builds on and extends
ItaniumItanium™™ architecture architecture

–– Improved data speed and throughputImproved data speed and throughput
–– Additional execution resources for higher levels of parallelismAdditional execution resources for higher levels of parallelism
–– Compatible with Compatible with ItaniumItanium-based software-based software

ll Estimate McKinley to deliver ~1.5-2X performanceEstimate McKinley to deliver ~1.5-2X performance
increase over increase over ItaniumItanium-based systems-based systems
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EPIC Architecture FeaturesEPIC Architecture Features
Explicitly Parallel Instruction ComputingExplicitly Parallel Instruction Computing

ll Performance through parallelismPerformance through parallelism
–– Focused on maximizing instructions executed in parallelFocused on maximizing instructions executed in parallel
–– Multiple execution units and issue ports in parallelMultiple execution units and issue ports in parallel
–– 2 bundles (up to 6 Instructions) dispatched every cycle2 bundles (up to 6 Instructions) dispatched every cycle

ll Massive on-chip resourcesMassive on-chip resources
–– 128 general registers, 128 floating point registers128 general registers, 128 floating point registers
–– 64 predicate registers, 8 branch registers64 predicate registers, 8 branch registers
–– Provides compiler flexibility to exploit parallelismProvides compiler flexibility to exploit parallelism
–– Efficient management engines (register stack engine)Efficient management engines (register stack engine)

ll ScalableScalable
–– Modular, able to seamlessly add execution resources, issue portsModular, able to seamlessly add execution resources, issue ports

Architecture designed to maximize synergyArchitecture designed to maximize synergy
of compiler and hardwareof compiler and hardware
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6.4 6.4 GB/sGB/s
128 bits wide128 bits wide

400 MHz400 MHz

McKinleyMcKinleyItaniumItanium™™ Processor Processor

1010

4 Integer,
3 Branch

2 FP,
2 SIMD

2 Load
or 2 Store

1 2 3 4 5 6 7 8 9

Pipeline Pipeline 
StagesStages

328 328 on-board Registerson-board Registers

6 6 Instructions / CycleInstructions / Cycle

4 4 MB L3 on board, 96k L2, 32k L1 on -dieMB L3 on board, 96k L2, 32k L1 on -die

2.1 2.1 GB/sGB/s
64 bits wide64 bits wide

266 MHz266 MHz

800 800 MHzMHz

IssueIssue
PortsPorts

88

2 FP,
1 SIMD

2 Load &
2 Store

1 2 3 4 5 6 7 8 9

328 328 on-board Registerson-board Registers

6 6 Instructions / CycleInstructions / Cycle

3 3 MB L3, 256k L2, 32k L1 all on-dieMB L3, 256k L2, 32k L1 all on-die

1 1 GHzGHz

10 11

Large on-die cache,Large on-die cache,
reduced latencyreduced latency

Building Out the Building Out the ItaniumItanium™™ Architecture Architecture

IncreasedIncreased
Core frequencyCore frequency

AdditionalAdditional
Execution unitsExecution units

AdditionalAdditional
Issue portsIssue ports

33X increaseX increase
System bus bandwidthSystem bus bandwidth

McKinley delivers performance through:McKinley delivers performance through:
ØØ Bandwidth and cache improvementsBandwidth and cache improvements
ØØ Micro-Micro-architecture enhancementsarchitecture enhancements
ØØ Increased frequencyIncreased frequency
……and compatible with and compatible with ItaniumItanium™™ processor software processor software

System busSystem bus

McKinleyMcKinley
221 million transistors total221 million transistors total

25 million in CPU core25 million in CPU core

6 Integer,
3 Branch
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Micro-Architecture ComparisonMicro-Architecture Comparison
McKinley

6.46.4
GB/sGB/s

88

1 1 GHzGHz

1 2 3 4 5 6 7 8 9 1011

System Bus BandwidthSystem Bus Bandwidth

On-die CacheOn-die Cache

On-die RegistersOn-die Registers

Execution UnitsExecution Units

Core FrequencyCore Frequency

Issue PortsIssue Ports

328 328 RegistersRegisters

6 6 Instructions / CycleInstructions / Cycle

L3 = 3 MB, L2 = 256K; L1 = 16K + 16KL3 = 3 MB, L2 = 256K; L1 = 16K + 16K

Instructions / Instructions / ClkClk

6 Integer, 
3 Branch

2 FP, 
1 SIMD

2 Load, 
2 Store

RISC Architecture    RISC Architecture    *8 MB L2 External Cache*8 MB L2 External Cache

Sun UltraSparc®* III

9696K L1*K L1*

1414

 
2 Integer
1 Branch

2 FP/VIS
1 Load/Store

900 900 MHzMHz

1 2 3

96 96 RegistersRegisters

4 4 instructions / Cycleinstructions / Cycle

2.4 2.4 
GB/sGB/s

EPIC ArchitectureEPIC Architecture
Source: Source: www.sun.comwww.sun.com, The SPARC Architecture Manual (Prentice Hall), The SPARC Architecture Manual (Prentice Hall)

Other names and brands may be claimed as the property of others.
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Intel Enterprise RoadmapIntel Enterprise Roadmap

SystemSystem Q1Q1’’0202
Back-End/Back-End/
Mid-TierMid-Tier
ServerServer
(4P-8P+)(4P-8P+)

PerformancePerformance
/Volume/Volume
DP ServerDP Server

UltraUltra
DenseDense

High EndHigh End
WorkstationWorkstation

MainstreamMainstream
WorkstationWorkstation

Q2Q2’’0202 22HH’’0202 20032003

Low Voltage IntelLow Voltage Intel®® Pentium Pentium®® III processor III processor
IntelIntel®® 440GX Chipset (UP) / 3 440GX Chipset (UP) / 3rdrd Party Chipset (DP) Party Chipset (DP)
800MHz /  512K / .13u800MHz /  512K / .13u

Intel® Xeon™ processor MP
3r d Party Chipsets
1.60 GHz / 1M iL3 / .18u

Intel® Xeon™ processor (Prestonia)
Intel® 860 Chipset
2.20 GHz / 512K / .13u

Gallatin
.13u

Banias

Nocona

Nocona

All products, dates, and figures are preliminary, for planning purposes only and are subject to change

IntelIntel®®  ItaniumItanium™™ processor processor
IntelIntel®® 460 Chipset 460 Chipset
4M L3 / .18u4M L3 / .18u

McKinley
Intel 870 Chipset
1 GHz / 3M / .18u

Madison
6M
.13u

IntelIntel®®  ItaniumItanium™™ processor processor
IntelIntel®® 460 Chipset 460 Chipset
4M L3 / .184M L3 / .18

McKinley
Intel 870 Chipset
1 GHz /3M/ .18u

Madison /
Deerfield

Deerfield
3M
.13u

Intel® Xeon™ processor (Prestonia)
Intel® E7500 Chipset / 3r d Party Chipsets
2.20 GHz / 512K  / .13u

Interconnect TechnologyInterconnect Technology
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Interconnect SummaryInterconnect Summary
Intra-BoardIntra-BoardInter-SystemInter-SystemInter-FacilityInter-Facility Intra-SystemIntra-System

Chip to Chip/Chip to Chip/
Add in CardAdd in Card

Box to BoxBox to Box
Site to SiteSite to Site

Data CenterData Center
to Data Centerto Data Center

Blade to BladeBlade to Blade
Line CardsLine Cards

33GIOGIO

EthernetEthernet

InfiniBandInfiniBand
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Evolving InterconnectsEvolving Interconnects

Memory,Memory,
PCI transparentPCI transparent

TCP/IPTCP/IP
Memory, MessageMemory, Message

SRP, DAFS, RNDIS,SRP, DAFS, RNDIS,
IPoIBIPoIB, Raw, VI, SDP, Raw, VI, SDP

ProtocolsProtocols

üüüüShared I/OShared I/O

üü
HighHigh
PerformancePerformance
(RDMA)(RDMA)

  üüüüSAN/StorageSAN/Storage

üüüüNetworkingNetworking

üüIPC/ClusteringIPC/Clustering

üüSite to SiteSite to Site

üüüüBox to BoxBox to Box

üüüüüüBlade to BladeBlade to Blade

üüChip to ChipChip to Chip

33GIO*GIO*EthernetEthernetInfiniBandInfiniBand**

In
te

rc
o

n
n

ec
t

W
it

h
in

 D
at

a
C

en
te

r



11

Page 11

 *Third party brands and names are the property of their respective owners 21

Enterprise Network 2003/4Enterprise Network 2003/4

Router

Switch

MAN/WAN

Internet

Enterprise

Backbone

NAS

SMB/
Departmental

10/100/1000 Ethernet
10G Ethernet

S-ATA
InfiniBand* architecture

Fibre Channel

SAN 
Switch/Router

Complex
Rack SAN

Non-clustered servers

NAS

NAS (DAFS)

HI-end DAS

Data Center SAN Smart Arrays

Departmental
SAN

Dedicated
Smart Array

Legacy (FC)

JBOD

Server/Storage IPC/Cluster

Switch

22

Thank YouThank You


