Unified Memory
Supercomputers in CCS
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Center for Computational Sciences

Sirius (PACS 12.0)
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Cygnus Pegasus Miyabi Sirius (PACS 12.0)
(Apr. 2019 - March 2025) (Apr. 2023 -) (Jan.2025 -) (Planned: 2026Q1 -)
2.4 PFLOPS Peak 8.1 PFLOPS Peak 80.1 PFLOPS Peak 11.9 PFLOPS Peak
Node Configuration: Node Configuration: GPU Node Configuration: Node Configuration:
2x Intel Xeon Processors 1x Intel Xeon Processor 1x NVIDIA GH200 4x AMD MI300A APU
(Skylake) (Sapphire Rapids) Superchip (Zen4 GCDs + CDNAS
4x NVIDIA V100 GPUs 1x NVIDIAH100 GPU (Grace CPU+Hopper XCDs)
4x Bittware 520N FPGA (PCle) GPU)
Boards 128GB DDR5 Memory + Co-operation with U. (96x MI300A in total)
(Intel Stratix 10 FPGA) 2TB Intel Optane Tokyo (as JCAHPC)

Persistent Memory per
node
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(Joint Center for Advanced High Performance Computing: JCAHPC)

* 80.1 PFLOPS (B BEE FBI/ NN ABERE—7

* CCSICEATEDAMD MIB0OATEEFH A —/\—O> 1 —% ﬁﬁ
« 2026 FEQ1IERFBTE 'A’\

+ 11.9 PFLOPS {S {6 BB &2 8/ )\ MUS B EE L — SLRITUS
« RNVEIFCBESHEEICKRD

« Sirius PACS 12.0 (AMD)




74 Unified Memory %z £

39 DD

EHEE CGPUOYV I VT IEEE L LN
e CPUEGPUD X EYUNBINTWBSEN O S I VI EE ML TWS

» SIRMEDGPULIZIT THRERDIC, ZERULBINIERSIBRWERHIEZ T
LES

e« GPUX T OIERMRIL, CPU-GPUEIT — ¥ 85k, k¥ 1 3I>Y
» Unified MemoryD' C DEIBZ B CES EEZ TS

M= R

GPUX B BEYCT —XEEAIEAN CPUEGPUDEITHEBEINS U YV —X
ICRE LR S NEFN, HEEIETY/ 4 XL
N5

EDEODBEZNEREICEEZ S X
5 MR o AT 78 L

TRTZIVIORE




NVIDIA GH200

e Grace CPU & HopperGPUZ1DDEY 71 —
JLE LU THEELCEMR
* CPUEGPUNRIR DX EYZHBT5HD
D Unified Memory % 24t
* NVLink-C2CIC &K D IAwIEIEL 1 T > 273 4H
JER i)
» CPU/GPU(3CPU Memory/GPU Memory(C 18
BICXEYTP VAN TES
« 7B RBEEICIGUTcT —5 DEEFHIZH)
(Migration)
* High performance CUDA Managed Memory

Grace CPU

F731A
450 GB/s

NVLink-C2C

» Hopper GPU

CPU Memory
(LDPPR5X,

120GB)
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GPU Memory
(HBMS3, 96GB)

GH200 module




AMD MI300A APU

e MI300is an APU
e CPUO7 EGPULZ Y MHOAIUHBM3X £ ZHH
e FrvIadb—L Y EIMRIEND

e MI300IFODDY 1M oK ENS (MCM)

e 3x Core Chiplet Dies (CCDs)
« =CPU OV
« 8xZen4 cores/ CCD; 24 Cores &=t
* 6x Accelerated Compute Dies (XCDs)
e =GPULZ v k
 38x Compute Units (CUs) / XCD; 228 CUs & &t

e 212U, VIRNTITZMSIE, oD AIET /Uy
TR Z B
« NUMATIZRW (DEIERE S BFIEE)
e« HBM3X £ )

« 128 GBO B = & 5.3 TB/sDH i,

CPU Cores

CCD CCD

24 Cores
GPU Units
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HBM HBM

HBM HBM

HBM HBM

HBM HBM

128GB

APU package
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« CPU/GPU X T sis (BabelStream)
« CPU/GPU EE 4B (SGEMM/DGEMM)

« 3 ! Siriusid 1 VA N—=JLRED =6, LIEDO M REFHMIC IFE TR R
e R FEEE (QST) HYMEHR 9 D Plasma Simulator (PS) WS
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e 7272 U, PSIEKSTEDY, SiriusiEZES (Power Limits%5E (&7 )
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e CPUEGPUIRBEIULXEY ZHEB I 2D, EMAETY/NY NIRIZER S
« CPUBW =190 GB/s, GPU BW = 3.8 TB/s
« GPUFIFIIEWVERENT SN DD, CPUFRIBIEFIES N TS
« DDR5MEYEHY, PCleiRE D CPU-GPUERIE &L D [d =&
« APUDT=D3GCD (240 7) UNEEZINTULVEL
 CPU L3 & Infinity Fabric D/IEHN RSN TWS LS ICRE RS

Memory bandwidth of CPU and GPU
BabelStream™ v5.0, Array Size =8.0 GB x 3

Copy Mul Add Triad Dot
CPU 186 GB/s 186 GB/s 195 GB/s 195 GB/s 197 GB/s
(OpenMP)
GPU (HIP) 3827GB/s 3877GB/s 3772GB/s  3780GB/s 3206 GB/s

* github.com/UoB-HPC/BabelStream
Note: Measured on Plasma Simulator at QST, Japan. One of four APU is used with ROCm 6.4.3. GB=23°,



MI300A GEMM E & 4 RE

« JEBEIEIRE — U 4EE
« CPU (24x Zen4 Cores): 2.8 TFLOPS (SP), 1.4 TFLOPS (DP)

* GPU (228x CDNA3 CUs): 122.6 TFLOPS (SP / SP Dense Matrix),
61.3 TFLOPS (DP), 122.6 TFLOPS (DP Dense Matrix)

e SP:DP = 2:1 2 )" matrix fused-multiply-add (MFMA) f353 % DP Dense Matrix;BEE Z iR I 5
c IFEAEDEEMBEIFGPUICL > THESND

e CPU:GPU =1:44 for SP/DP scalar or 1:88 for DP matrix
« SERITTH 40x (SGEMM), 58x (DGEMM) DIEBEENH 5

SGEMM and DGEMM performance of CPU and GPU
(M=N=K; NoTrans; AOCL BLIS-mt for CPU, and hipBLAS for GPU)

CPU 2.50 TFLOPS (N=1920) 1.35 TFLOPS (N=1152)

GPU 98.6 TFLOPS (N=3840) 79.1 TFLOPS (N=3584)
Note: Measured on Plasma Simulator at QST, Japan. One of four APU is used with AOCL 5.1.0 and ROCm 6.4.3.




MI300A GEMM Performance in Details

SGEMM/DGEMM on CPU with AOCL 5.1.0 SGEMM/DGEMM on GPU with ROCm 6.4.3
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Strange performance drop around N=4096.
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CUDAI— N
« AMDATZE Y — )L hipify-perl / hipify-clang
« CUDAD—RZHIPO—RKNICBENICETE S

NVIDIA Platform AMD Platform

+ CUBLAS, cUFFTEH S TE % CUDA m HIP
« MEICHEBEDOEREN TR WEEIETIH TE R OpenACC [ Z%2 > OpenMP
o I—RKXR—=—XXZHWTHH, HwELEEIFIThEun OpenMP Target OpenMP Target

OpenACCO— R
e OpenACCO—RKRZZFDXFEAMDGPUTEINT DX

FER S | L Portability Layer
« OpenMPICEMET B T EHURERD Kokkos (C++ Library)
« OpenMP— K (Target) Raja (C++ Library)
« AMD,NVIDIAE B ICOV /XA IHARFEETNTWVWD Julia
. IMEBE LA (= A7 STD
HEEED AIIRIEIC D W TIEISERDRIENANE SYCL (C++ based)
. =5 . 555
TOMSE 7177 CuPy (Pyhton Library)
* Kokkos, JuliaZF st
eee 1




Unified Memory Programming with OpenMP

Unified shared memory (USM)h w78 &
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#include <cstdio>

int main() {

float* a = new float[10];
float* b = new float[10];
float* ¢ = new float[10];
for (int i = 0; i < 10; i++) {
ali] = i; bl[i] = 1i; c[i] = 0; }

#pragma omp target data map(to:a[:10],b[:10]) map(from:c[:10])

#pragma omp target teams distribute parallel for GPUT
for (int i = 0; i < 10; i++) { =
c[i] = 2.0f * a[i] + b[il; f%?éﬂ%’
} E\Ek
for (int i = 0; i < 10; i++) {
printf("c[%d] = %f¥n", i, c[i]); }

return 0;

#include <cstdio> k(
#pragma omp requires unified_shared_memory

int main() {

float* a = new float[10];
float* b = new float[10];
float* ¢ = new float[1~': :
: Data map (4275 L
for (int i = 0; i < 10; i++) {
alil = i; bl[i] = i; c[i] = ©;

#pragma omp target teams distribute parallel for
for (int i = 0; i < 10; i++) {
c[i] = 2.0f * a[i] + b[il;
+

for (int i = 0; 1
printf("c[%d]
return 0;

< 10; i++) {
= %f¥n", i, c[i]); }

Traditional (Separated) Memory Model

Unified Shared Memory Model
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Traditional (Separated) Memory Model

$ amdclang++ sample.cpp -03 -fopenmp --offload-arch=gfx942
$ ./a.out

c[@] = 0.000000
c[1] = 3.000000
c[2] = 6.000000
c[3] = 9.000000
c[4] = 12.000000
c[5] = 15.000000
c[6] = 18.000000
c[7] = 21.000000
c[8] = 24.000000
c[9] = 27.000000

HSA_XNACK=1TUSM#% &3hit 9 % /

Unified Shared Memory Model

$ amdclang++ sample.cpp -03 -fopenmp --offload-arch=gfx942
$ HSA_XNACK=1 ./a.out

c[@] = 0.000000
c[1] = 3.000000
c[2] = 6.000000
c[3] = 9.000000
cl4] = 12.000000
c[5] = 15.000000
c[6] = 18.000000
c[7] = 21.000000
c[8] = 24.000000
c[9] = 27.000000
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« Miyabi (NVIDIA GH200)
« Sirius PACS 12.0 (AMD MI300A)
- IRERER CTH D EMAMIBIF2026FFQ1Z FE
« GH200 &EMIB00AIIIUTIER BT —FT UV F v &EE>TWS

« AMD MI300A APU
« CPUEGPUAREE SN TWEDY, R¥EDEEMEIIGPUN B LS T
- GPUDFIEMNMETH D, CPUDIHZEDNE TIEARL
e Unified Shared MemoryldGPUZ OV 5 X V7 =K T %
« XTEYDEBYT—FVEHRXIITAEERS
e OpenMP GPU (target) (&, CPUOpenMP OV 2 XV 7 LEAEDEMETCGPUT OV IV IV KR TES
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