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Safe harbor statement

As of August 2020, for most presentations, a safe harbor statement is no
longer required, and you will not need to use this slide.

The forward looking statement safe harbor slide is required ONLY for external
presentations that pertain to: product launches, executive presentations and
keynotes at major events, and any event attended by financial analysts.

The notice is available at the Safe Harbor Confluence Page
Contact for Forward Looking Statement: quietperiod ww grp@oracle.com
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https://confluence.oraclecorp.com/confluence/display/DemandCenter/Safe+Harbor+Disclosures+for+Presentations
mailto:mailto:quietperiod_ww_grp@oracle.com
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(New Compute Standard Shape)

OCI Compute X12 Standard OCI Compute A4 Standard
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(New Compute GPU Shape)
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Oracle Acceleron
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Oracle Cloud Infrastructure ® SINETES:

HBEIVEDE L sinet-oracle_jp_grp@oracle.com
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Open OnDemand OnDemand

> Subscribe to our newsletter for the latest updates from the OOD team

client software installation Open OnDemand easy to a browser—even a mobile

required. learn and use. phone or tablet.

«  Open OnDemand(ZHPCOEZ 12 FIFE

L [ — — )N — \—
REIHEICT B A—T>Y— A WebK—4)L OnDemand

« Ohio Supercomputer Centerh'GiF

o PAIERIIIIBEFT, 7ITVT—23>0 Run Open OnDemand Where to use Open OnDemand
55’/{—_]__'\’\:)7}7’(} 1/0) 7“]70|:| - F%D“Ej ﬁg Where to use Open OnDemand

Enabled Applications
AN

(=
Administer Open OnDemand
b 4N My Local Institution Cloud Providers
OCI(ZFIARI gL Cloud .
- Be a Contributor 00D is installed at 1000s of institutions For maximum configurability and
PrOVIderT‘g-O and supercomputing centers. Check if it little need for support:
Get Involved is available at your institution. (>) AWS I:"i;'} Google Cloud .
(>) Azure | (>) Oracle (OCI)
About Us
For available support, but with less
Support F?nfngurabllnty:
(>) View Institutions (>) ACCESS

Resources

11 Copyright © 2025, Oracle and/or its affiliates | Confidential: Internal/Restricted/Highly Restricted
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Cloud Infrastructure

Oracle Cloud Infrastructure (OCl) Object Storage provides scalable, durable, low-
cost storage for any type of data. Benefit from 11 nines of durability. Scale storage
to nearly unlimited capacity for your unstructured data.

VISIT ORACLE.COM FOR MORE INFORMATION @
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File Storage Service with Lustre
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Gfarm IaC for OCI
TFEKRZE / NPOEANDLIXOSSHlTSziIg > 5 —
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terraform example/gfarm-terraform-oci: change keywords of variables.tf 2 months ago
3 gitignore example/gfarm-terraform-oci: terraform/SRC -> terraform/ansi... 3 months ago
[ Makefile example/gfarm-terraform-oci: terraform/SRC -> terraform/ansi... 3 months ago
[ README.md example/gfarm-terraform-oci/README.md: update last week

https://github.com/oss-tsukuba/incus-auto/tree/main/example/gfarm-terraform-oci

14 Copyright © 2025, Oracle and/or its affiliates E




AJRIEN I TIRT AT MND
Softdrive

» (BEETRBERI-YIIANVISRAZISY

15

RFRAIMITRIA
o OCIRT7 XA _ETIRIEGPU PCOe=EAL,
o JMEEBETONIVICLDIELEE R

FERBBATIR I\ﬁﬂiﬁﬁ&iﬁﬁﬁ&%%( S
« {RAEGPU PCaZGRE
. {RFEGPU PCHBEFIAN BIREE

B 1UFT 1R
e SOC 12ZHEUEBH
e End2EndDIES1LEZERDE

Copyright © 2025, Oracle and/or its affiliates | Confidential: Internal/Restricted/Highly Restricted

O Softdrive
S

orRACLE + OSsoftdrive

RDP Competitor

Running: Ansys LS PrePost




e OCI -+ Oracle Cloud Infrastructure
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