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Dive into the documentation
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> Fallow our work on GitHub




Per Job Statistics - > 3 7EfIiTcH Y v — XA

/—FZtoamclrtil, B4nda7H
ES5VY—REFERHL TW =D ZRRIE,

ARyTa—ZLBELTET77Vr—ayv
DY —XFB%ZB8Edik, ETERICEERL
DT DIRIEE,

FSTN A —TF 4T, RFTa—-YT
RiEL VY —REHELE ICHERR

Pa%c% Pacific Teck Japan CONFIDENTIAL

ag= Sy |

L



Kubernetes ~ DXtk

ch%?k Pacific Teck Japan

eeeeeeee

BEEhR Kubernetes T#$H % K3s / —F

pol=lolsls o sis = o Sisislo Sisisloisi= i Process.  Lislol—isisisi——isicia

£ A—J DN EFT O 1S5S, - . TN

OSA X —TDFEIRT, Slurm/ —F & ke e M e Kt g e (| |1 T g e g

K3s/— F&BESEEs S RAZ—BH | F—WL—{HJEE Lﬂ

> Lk ]
\ 1 Controller
eeeeeeeeeeeeeeee
7b n] Beo ! "
)

CONFIDENTIAL




22, Pacific Teck Japan

Trinity X

® https://github.com/clustervision/trinityx
"5 GPLv3 TE R

® FHFEITD ClusterVisiontt & ®Back to Back £y
6:4:57__7-:j7}[/ﬂ_'—"_3_ l\o

@ HRAXLWIHAE

F 5 v X = D ClusterVisionld. HPC/AIIZHF
LAT] fLL-%e LTr T REEBER

] [TrinityX] % FA% - $2ft, Bright Cluster

clustervision

Manager(GRNVIDIA) Z B L 712,



https://github.com/clustervision/trinityx
https://github.com/clustervision/trinityx




Batch7)*Kubernetes7)®

/<7ﬁ£305\H@7§X§—MNV?937Z791—3Tﬂ%§ﬂT§to\\

e AI7—270—FIZHIEPK8sA > 7 7 DFAHEIRRIC,

« LTS arvhAREBELRY Y —RERERIT. TNOHDEEL AL L
SENY B TBEIEREL,

e K8slIMERYUY —XAZYYHELTTHMILLIZEREAEY., VY —XEFEVNEDHT,
BEDXT Y 2 —Z I3FICEEBICNT 2RI 2 —U yIHEFLEN, /Ny TF
TaTdRATY2—70OEAEY AATS Kueue D E G THER 7

\- S PC IBHE & K8s D 7= (F NATBE ?

2D, Pacific Teck Japan

10



|l




Pagific Teck

Pacific Teck Japan

CONFIDENTIAL

pcsl IEGRAICND /7
= 00 Jﬂl Q)

Pacific Teck CONFIDENTIAL



Slinky ¢& (&

Slurm OFEFITTH S SchedMD Ik b, Ny FIRIELK8s O x Bigd 4 —7
\/'_Z70|:| Q\\7 l\o

s SlUrM-operator

o BIEX DK8s L IZSlurm /Ny FALIE Y T R X —% helm THET 2 H D,
o NEREREE(sssd) * 77> T 4 >~ 7% « REST * Exporter D7 7 0 A (X5,

== Slurm-bridge

e 7 AX—/— F(ZkubeletEslurmdzREEIH. slurm DR YU > —TK8sD Y
V—=RENHETERT Y 2a—-U VT %1TH,

eslurm 75 EK8s DY Y —ZXFAN T a 7D LS5 IZR A, slurmdbdiZ & %7 H
TUTAVITITHRETE S,

sC25lcfbHhtEv1i00Z2YY—X

Pacific Teck Japan CONFIDENTIAL

Pagific Teck



Pacific Teck

Slurm-Operator D&k

slurmctld, slurmdbd, slurmrestd,
login, worker 7% &', BlIPod T#2E),

K8sA DYV HKR—% > b LIEERTHE,

Pacific Teck Japan

Cluster CRD

1 Kubernetes 3

Slurm
API

Operator

ModeSet CRD

NodeSel — 3 Slurm - Slurm
odeSe
Cluster CR CR Accounting G;;::gl HE:T
(slurmdbd)
(slurmctld)
R

3 3

En?;?'iz?ﬂsb? Slurm MNode
(slurmd)

CONFIDENTIAL

(slurmrestd)

3

Slurm
Metrics

14



Pagific Teck

slurmrestd 18 U TEHE,
X7 2—Y > Eslurm

- - Kubernetes
Slurm-Bridge @
Pod slurm-bridge-admission
Container admission
Pods
Pod slurm-bridge-controllers
______________________________________________________________________________ Container manager
Kubernetes APl < Pod slurm-bridge-scheduler
R F Container scheduler
[]
]
i Slurm Cluster
i
i
[l .
v Bridged Node Siurm External Node
o slurmd kubelet ===
slurmrestd : ; kubelet
i = i
i i [
Jobs !
¥ i Slurm Node
slurmctid e T slurmd
[

Pacific Teck Japan

CONFIDENTIAL

15



slurm

workload manager

P% Pacific Teck Japan

Slurm/Slinkya<—< v LR — b

® Slurm/Slinky(CB89 5. ResEXtve 0P R— b

@ HXRTIZEANV XA L—=v

@ (VA= IBLILarvHYILTA I —EX

SCHEDMD

The Slurm Company

ik AP T B e
P —THESIurmDERFELET
H). FICSlurmicBBT 29— RD
B & IREZ B E L T2010 F£II5%

o AHOFFERIZT XU A XM,

16



FedH

TRV ET2HE LIHPCRIEDEBEICOWLWTIX, F—7 % TrinityX 0FiF
TEIRKT 777 P REAVE—FHBONEREDLH S,

NyFOa7RFVa—F3kRE LTHPCIcHB T3 BaYFR—3%> b, —ATAI
7—A—FZESHYAATHLDD, K8 ICREBRENBAI@ITDA7F57%ES
HPCIZED T D h, HITHELGTELTWLWS,

HEARAEELEBbhbhT=-/NyF2 3 7RIEL Kubernetes BIEDHERIZCOWLWT, K3s ¥
Slinky EWo 7=V ) a—avyHAHRTELZETEREASEONDDH S,

Pa%c% Pacific Teck Japan CONFIDENTIAL

17



® PCCC25 (RRII25%FRCa H/25EIPCY 7 R& Y VRIY I L)
Hi2 : 2025F12H8H~9H
2B ELY TN TENTIY

® SCA2026/HPC Asia 2026 4 N\
A2 : 2026415260 ~29H SCHEDM
21 KREBRSES (V7 v F 2 —7KR)

® Super Computing Japan 2026 N4
EWEII_ : 2026&2%25"’35 clustervision /

&35 0 27—k — IILNE

Pa%s!ﬂe]esk Pacific Teck Japan


https://www.sca-hpcasia2026.jp/index.html
https://www.sca-hpcasia2026.jp/index.html
https://scj2026.supercomputing-japan.org/
https://scj2026.supercomputing-japan.org/

Thank you!

sales@pacificteck.com



	スライド 1
	スライド 2: HPC最前線
	スライド 3
	スライド 4: HPCクラスターの構造
	スライド 5
	スライド 6: Per Job Statistics - ジョブ単位でのリソース利用解析
	スライド 7: Kubernetes への対応
	スライド 8
	スライド 9
	スライド 10: BatchかKubernetesか
	スライド 11: 計算リソースを奪い合う醜い争い
	スライド 12
	スライド 13: Slinky とは
	スライド 14: Slurm-Operator の構成
	スライド 15: Slurm-Bridge の構成
	スライド 16
	スライド 17: まとめ
	スライド 18: イベント紹介
	スライド 19

