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Presentation Overview

e Introduction of
* Open MPI
« UCX
« UCC
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What is Open MPI

« Open MPI is a community-based open- —

source implementations of the MPI i Bty @t B e Br v & w21 @y
standard

e Short list of features

Open MPI:
Open Source High Performance Computing

Home | support | FAQ |

o

Presentations . . . Open MPI
° - Open MPI Team A High Performance Message Passing Library vs.03
u .1 Standards conrormance Fra Fiesaed
Videos The Open MPI Project is an open source Message Passing Interface X
Performance implementation that is developed and maintained by a consortium of Major new
PY | h academic, research, and industry partners. Open MPI is therefore able to release
re a Sa e a n CO n C u rre n C combine the expertise, technologies, and resources from all across the High
Download - Performance Computing community in order to build the best MPI library > Read more
Documentation available. Open MPI offers advantages for system and software vendors,
- - Source Code Access application developers and computer science researchers.
. NaMmIC Process spawnin
Regression Testing Features implemented or in short-term development for Open MPT include: v4.1.6
Version Information released
Py * Full MPI-4.1 standards + Many OS's supported (32 and Bug fix release
Hardware Locality conformance 64 bit)
Network Locality « Thread safety and * Production quality software > Read more
- . - MPI Testing Tool concurrency « High performance on all
Open Tool for Parameter * Dynamic process spawning platforms
L] u n - I I I l e I n S ru I I Ie n a I O n Optimization * Network and process fault * Portable and maintainable hwloc 2.11.0
tolerance + Tunable by installers and end- i
. Mailing Lists . ﬁupport network users baced d Major release
E eterogeneity * Component-based design,
- Many job schedulers supported -
Contribute networks « Active, responsive mailing list
Contact = Run-time instrumentation * Open source license based on
* Many job schedulers the BSD license
° EE supported

Open MPI is developed in a true open source fashion by a consortium of

Accelerators ready (CUDA/ROCM/ZE)

can be configured in/out depending on |
the setup and user needs https://www.open-mpi.org/

From George Bosilca
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https://open-mpi.org/
https://www.mpi-forum.org/docs/

Open MPI Software Stacks for GPU
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MPI| application

Accelerator
(accelerator)

Open MPI core




Open MPI Software Stacks

Recommended
software stack for
InfiniBand and RoCE
networks

Most stable and best
tested configuration
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https://www-lb.open-mpi.org/papers/sc-2023/0pen-MPI-SC23-BOF.pdf

HPC Applications + Libraries

ROCm Aware Open MPI Software Stack with UCX and UCC

Open MPI
Send / Recv Put/Get Pack / Unpack  Collectives
1!
UCC
UCXx HIP RCCL
sockets verbs shm ROCm IPC RU:“RDW
mabuf
IBﬂléiCE T::;::: Custom NIC GPU CPU
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UCX and UCC by UCF Consortium

Unified Communication Framework (UCF) Consortium E)UCF 2

Frarminwuork

MISSION: Collaboration between industry, laboratories, and academia to create

production grade communication frameworks and open standards for data centric,
ML/AI, and high-performance applications

= Projects & Working Groups

+ UCX - Unified Communication X - www.openucx.orqg
*+ UCC - Collective Library

* Board members

» Jeff Kuehn, UCF Chairman (Los Alamos National Laboratory)
» @Gilad Shainer, UCF President (Nvidia)

+ OpenSNAPI — Smart network Project * Pavel Shamis, UCF Treasurer (Arm)

. _ * Brad Benton, Board Member (AMD)

. ﬁ%%kugfvawgzta;:(ucxgrg. + Yanfei Guo, Board Member (Argonne National Laboratory)
N ype Engine - Perry Schmidt, Board Member (IBM)

+ HPCA Benchmark — Benchmarking Effort

+ Dhabaleswar K. (DK) Panda, Board Member (Chio State University)
+ Steve Poole, Board Member (Open Source Software Solutions)

“ANVIDIA @A'amos AMD1 ngonne®  IEEE g'é arm
o v HUAWEI

® 2021 UCF Consoriium

i

m https://www.ucfconsortium.org or info@ucfconsortium.org

https://openucx.org/wp-content/uploads/2021/07/UCF-UCX-BOF-ISC-2021.pdf
Copyright 2024, Shinji Sumimoto@The University of Tokyo
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Why UCX ? (E©)UCF &z

ML/AI Data Analytics Storage
Frameworks

CIC++ Java Python Go

Host Memory:

Host Memory:
x86, Arm, Power

x86, Arm, Power

GPU Memory: GPU Memory:
AMD RoCM, AMD RoCM,
NVIDIA CUDA NVIDIA CUDA
DPU Memory DPU Memory
High-Performance Universal Data Mover
https://openucx.org/wp-content/uploads/2021/07/UCF-UCX-BOF-ISC-2021.pdf —
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UCX: High-level Overview
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https://openucx.org/wp-content/uploads/2015/11/UCX-booth-presentation.pdf

Applications
2

OpenSHMEM, UPC, CAF, X10,
Chapel, etc.
AN

Burst buffer, ADIOS, etc.
2
.

MPICH, Open-MP, etc.
N
-

UC-P (Protocols) - High Level API

>

UC-T (Hardware Transports) - Low Level API
RMA, Atomic, Tag-matiching, Send/Recv, Active Message

Transport for intra-node host memory communication

— .
sysv || posix l KNEM ] CMA l XPMEM

Transport for InfiniBand VERBs
driver

Transport for
GeminifAries
drivers

GNI '

000

Transport selection, cross-transrport multi-rail, fragmentation, operations not supported by hardware

Message Passing APl Domailn: : PGAS APl Domaln: )\ [ Task Based APl Domaln: 'O API Domaln:
tag matching, randevouze RMAs, Atomics Active Messages Stream
E————. -

Transport for
Accelerator Memory
communucation

)

UC-S
(Services)
Common utilities

E— Data

OFA Verbs Driver

Cray Driver 0S Kemel




UCC Reference Implementation: Component Diagram (@] 1w =

[E—
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[ Verbs J { LCX } MCCL } [ Shared Memory J [ SHARP/Hardware Collectives J

= L m L= ] L] [

https://openucx.org/wp-content/uploads/2021/07/UCF-UCX-BOF-ISC-2021.pdf
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UCC Design Challenges E)UCF

Fraiminwork

= Unified collective stack for HPC and DL/ML workloads
* Need to support a wide variety of semantics
* Need to optimize for different performance sensitives - latency, bandwidth, throughput
* Need for flexible resource scheduling and ordering model
= Unified collective stack for software and hardware transports
* Need for complex resource management - scheduling, sharing, and exhaustion
* Need to support multiple semantic differences — reliability, completion
= Unify parallelism and concurrency

» Concurrency — progress of a collective and the computation
+ Parallelism — progress of many independent collectives

= Unify execution models for CPU, GPU, and DPU collectives
« Two-way execution model — control operations are tightly integrated
- Do active progress, returns values, errors, and callbacks with less overhead

* One-way execution model — control operations are loosely integrated
- passive progress, and handle return values (GPU/DPUs)

https://openucx.org/wp-content/uploads/2021/07/UCF-UCX-BOF-ISC-2021.pdf

® 2021 UCF Consortium
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Questions?
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