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To support these needs, the code can be compiled into two main forms - a SPIR-V intermediate
representation, which is the device-agnostic form, and target specific executable code.

* The SPIR-V representation enables online compilation, which is compilation to device code at
execution time.

« Compilation to target specific executable code before executing the application is termed offline
compilation. The Intel oneAPI DPC++ Compiler creates multiple code forms for each device.

These two forms are bundled together in an application binary known as a fat binary. The fat binary is
employed by the oneAP| runtime when the application executed and form needed for the target device
is determined at runtime. Device code for multiple devices co-exists in a single fat binary.

The following figure Illustrates the compilation process from source code to fat binary.,

INTEGRATION HEADER GENERATOR RUNTIME LIBRARIES  LOADER

‘ ’ (rat ot ‘
K
Q > »
e

> u.,?:uo V
ONLINE

_VOMPILERS  BUNDLER BUNDLER LINKER  EXECUTABLE COMPILER EXECUTABLE

COMPILE T0 OBJECT LINK TO EXECUTABLE | XU

The tools participating in the compilation are represented by rectangles in the figure and are described
as follows:

¢ Driver - The executable name is dpcpp on Linux® and dpcpp~cl on Windows*. Invoke this file on
the command line to start compilation. It orchestrates the compilation process and invokes other
tools as needed

* Host compiler - the DPC++ host compiler. It Is possible to employ a third-party host compiler by
invoking the tools manually,

¢ Device compiler - a DPC++ device compiler (there can be more than one), SPIR-V compiler by
default. The output files have the extension * , be. SPIR-V (s produced after the device code linkage
step.

« SPIRV compiler - llvm-spirv - standard LLVM tool distributed with the Intel* oneAP! Base Toolkit
that converts LLVM IR bitcode to SPIR-V

o  Bundler - Marshalls host and device object code Into a single file called a fat object.

A DPC++ program has the single source property, which means the host code and the device code can
be placed in the same file so that the compiler treats them as the same compilation unit. This can
potentially result in performance optimizations across the boundary between host and device code.
The single source property differs from a programming model like OpenCL software technology where
the host code and device code are typically in different files, and the host and device compiler are
different entities, which means no optimization can occur between the host and device code boundary
Therefore, when scrutinizing a DPC++ program, the first step Is to understand the delineation between
host code and device code. To be more specific, DPC++ programs are delineated into different scopes
similar to programming language scope, which is typically expressed via | and | in many languages.

The three types of scope in a DPC++ program include:

« Application scope - Code that executes on the host
« Command group scope - Code that acts as the interface between the host and device
¢ Kernel scope - Code that executes on the device

In this example, command group scope comprises lines 45 through 54 and includes coordination and
data passing operations required in the program to enact control and communication between the host
and the device

d_queus.submic (&) (aycl::ihandl

8UTO C res = ¢ device.{ l:taccess:imode::write> (cgh);
aute a in = a device. tacceas: imode: iread> (cgh);
autd b in = b davice.ge clitaccess: :mode:iread> (cgh)?
cgh.parallel for<class exl>(a_size, [=] (aycl::iad<l> adx) |

C res{idx] = a_in(idx) + b_in[idx);
}):

Kernel scope, which is nested in the command group scope, comprises lines 50 to 52, Application scope
consists of all the other lines not in command group or kernel scope. Syntactically, definitions are
included from the top level include file; sycl . hpp and naneapace declarations can be added for
convenience,

in
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Highest Density Media Meets
Highest Density Form Factor
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</ J u |

E1.L up to per 1 rack unit than U.2" PCle* 4.0 and 5.0 ready?

E1.S up to per drive than M.24

EDSFF specifications https://edsffspec.org/edsff-resources/

See footnotes and disclaimers in Appendix A.
For more complete information about performance and benchmark results, visit www.intel.com/benchmarks
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What is Intel® Optane™ Technology?

TRANSISTCQ SS DESIGN S W\
Data is written at a bit level, J v 8 B T lntel® .
| . Intel® Optane
so each cell's state can be ‘ __ B Memory Media

changed from a O or 1 n i
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Intel® Optane™ DC Technology
Products Coexist
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More to be Gained by being on memory Bus
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Storage With Storage with Memory Subsystem
NAND SSD Intel® Optane™ SSD with Intel® Optane™
DC Persistent memory :lnte”

Performance results are based on testing as of July 24, 2018 set forth in the configurations and may not reflect all publicly available security updates. See configuration disclosure for details. No product can be absolutely secure.

For more complete information about performance and benchmark results, visit www.intel.com/benchmarks.
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Aerospike Certification Test (ACT) RESULTS

est read latency under 1T ms at high write pressure
for key-value database usage

AEROSPIKE CERTIFICATION TEST FAILURE RATE @ 300K TPS Maximum TPS at <5% ACT Failure Rate
ALDERSTREAM VS CURRENT INTEL® SSDS (LOWER IS BETTER) (HIGHERIS BETTER)

Intel® SSD DC P4610
Intel® Optane™ SSD DC P4800X

O
E — Alderstream (future product) E
I B . B
v B = O
% & R0
E ‘ & = o
. C
> - lower fail rate o0
© - vs 3D NAND <
o - N
= : - 435K
— o —
<_E |
LL [ ]
0 0 L— —
32 64 128 256 512 1024 2048 Intel® SSD Intel® Optane™ SSD  Alderstream
DEVICE READ LATENCY (microsecond - us) DC P4610 DC P4800X (future product)
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Bottlenecks:
The Nemesis of HPC Performance

HPC Clusters are only as fast as their slowest component

Challenge: Breakthroughs:

Intel® Xeon® processors

m
Compute Intel® FPGAS

Network Dual-ported 100Gb

Intel® 3D NAND SSDs

Storage Media Intel® Optane™ SSDs

POSIX block-ba No good solution...
until now
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Distributed Asynchronous Object Storage
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GitHub ICTHIABIEE: @ https://github.com/daos-stack/daos (325E) *
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ALCF-X Project Director/Exascale Computing Systems Deputy Director
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Notices & Disclaimers

Intel® technologies’ features and benefits depend on system configuration and may require enabled hardware, software or service activation. Performance varies depending on system
configuration. No computer system can be absolutely secure. Check with your system manufacturer or retailer or learn more at intel.com.

Performance results are based on testing as of the dates shown in configurations and may not reflect all publicly available security updates. See configuration disclosure for details. No
product or component can be absolutely secure.

Software and workloads used in performance tests may have been optimized for performance only on Intel® microprocessors. Performance tests, such as SYSmark* and MobileMark*, are
measured using specific computer systems, components, software, operations, and functions. Any change to any of those factors may cause the results to vary. You should consult other
information and performance tests to assist you in fully evaluating your contemplated purchases, including the performance of that product when combined with other products. For more
information, go to www.intel.com/benchmarks.

Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel® microprocessors. These optimizations include
SSE2 and SSE3 instruction sets and other optimizations. Intel does not guarantee the availability, functionality, or effectiveness of any optimization on microprocessors not manufactured by
Intel.

Microprocessor-dependent optimizations in this product are intended for use with Intel® microprocessors. Certain optimizations not specific to Intel® microarchitecture are reserved for
Intel® microprocessors. Please refer to the applicable product user and reference guides for more information regarding the specific instruction sets covered by this notice. Notice revision

#20110804.

Cost reduction scenarios described are intended as examples of how a given Intel®-based product, in the specified circumstances and configurations, may affect future costs and provide
cost savings. Circumstances will vary. Intel does not guarantee any costs or cost reduction.

No license (express or implied, by estoppel or otherwise) to any intellectual property rights is granted by this document.
Intel does not control or audit third-party benchmark data or the websites referenced in this document. You should visit the referenced website and confirm whether referenced data are
accurate.

© Intel Corporation. Intel, Xeon, Optane, AVX, and DL Boost are trademarks of Intel Corporation in the U.S. and/or other countries.

*Other names and brands may be claimed as property of others.
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Business Forecast: Statements in this document that refer to Intel's plans and
expectations for the quarter, the year, and the future, are forward-looking statements
that involve a number of risks and uncertainties. A detailed discussion of the factors
that could affect Intel's results and plans is included in Intel's SEC filings, including the

annual report on Form 10-K.



APPENDIXA - INCREASING DENSITY: 55D FORM FAGTOR INNOVATION

Footnote 1. As measured by Office 365* application launch with background activity (18 GB file copy). Configuration: CPU: Intel® Core™ i5-8265U CPU (4 cores, 8 threads, 1.6 GHz

base frequency, 3.9 GHz max turbo frequency) on HP Envy x360 2-in-1 15.6" 15M-DR0011DX (BIOS F.03) with Intel®* UHD 620 graphics and intel® Optane™ Memory H10 (512 GB) vs.
AMD* Ryzen 7 3700U CPU (4 cores, 8 threads, 2.3 GHz base frequency, 4.0 GHz max turbo frequency) on HP Envy x360 2-in-1 15.6" 15M-DS0012DX (BIOS F.07) with Radeon” Vega

10 graphics and Toshiba XG5 (512 GB), both with 8 GB DDR4 RAM. Storage Driver: Intel® Rapid Storage Technology 17.2.0.1009 for H10, Windows inbox driver for XG5. OS:
Windows* 10 RS5 Version 1809, Build 17763. MS Office 365 Version 1902 Build 11328.

Footnote 2. As measured by Path of Exile* game launch with background activity (18GB local file copy), comparing AMD Ryzen* 7 3700U on HP Envy x360 2-in-1 15.6" 15M-

DS0012DX (BIOS F.07) with Toshiba XG5 (TLC NAND SSD) 512GB vs. Intel® Core i7-8565U on HP Envy x360 2-in-1 15.6" 15M-DR0012DX (BIOS F.03) with Toshiba XG5 512GB vs.
Intel® Core™ i7-8565U with Intel® Optane™ Memory H10 512GB; all configs with 8GB RAM. H10 configs tested with RST driver 17.2.0.1009; XG5 configs with Windows inbox driver.

All configs used Windows 10 Home 64-bit version 1809, build 17763. Path of Exile version 3.6.6¢.

Footnote 3. As measured by Photoshop CC 2019 and GIMP application launch with background activity (18 GB file copy). Configuration: CPU: Intel® Core™ i5-8265U CPU (4 cores, 8
threads, 1.6 GHz base frequency, 3.9 GHz max turbo frequency) on HP Envy x360 2-in-1 15.6" 15M-DR0O011DX (BIOS F.03) with Intel® UHD 620 graphics and Intel® Optane™ Memory

H10 (512 GB) vs. AMD* Ryzen 7 3700U CPU (4 cores, 8 threads, 2.3 GHz base frequency, 4.0 GHz max turbo frequency) on HP Envy x360 2-in-1 15.6" 15M-DS0012DX (BIOS F.07)
with Radeon* Vega 10 graphics and Toshiba XG5 (512 GB), both with 8 GB DDR4 RAM. Storage Driver: Intel® Rapid Storage Technology 17.2.0.1009 for H10, Windows inbox driver

for XG5. OS: Windows* 10 RS5 Version 18089, Build 17763. Photoshop CC 2019 Version 20.0.4. GIMP Version 2.10.8.

Footnote 4. As measured by PCMark 10 Standard Benchmark (App Start-up score). Configuration: CPU: Intel® Core™ i5-8265U CPU (4 cores, 8 threads, 1.6 GHz base frequency, 3.9
GHz max turbo frequency) on HP Envy x360 2-in-1 15.6" 15M-DR0011DX (BIOS F.03) with Intel®* UHD 620 graphics and Intel® Optane™ Memory H10 (512 GB) vs AMD* Ryzen 7

3700U CPU (4 cores, 8 threads, 2.3 GHz base frequency, 4.0 GHz max turbo frequency) on HP Envy x360 2-in-1 15.6" 15M-DS0012DX (BIOS F.07) with Radeon* Vega 10 graphics
and Toshiba XG5 (512 GB), both with 8 GB DDR4 RAM. Storage Driver: Intel® Rapid Storage Technology 17.2.0.1009 for H10, Windows inbox driver for XG5. OS: Windows* 10 RS5

Version 1809, Build 17763. PCMark 10 GUI version 2.0.2115. Systeminfo version 5.18.705. System benchmarks version 1.1.

Footnote 5. Based on lometer testing at QD1 using a 4k random read scenario. Configuration: CPU: Intel® Core™ i5-8265U (on HP Envy x360 2-in-1 15.6 15M-DR0O011DX, BIOS F.03)
vs. AMD Ryzen* 5 3500U (on HP Envy x360 2-in-1 15.6" 15M-DS0011DX, BIOS F.07); storage Intel® Optane™ Memory H10 512GB vs. Toshiba XG5 512GB (TLC NAND); both with
BGB RAM. Storage Driver: Intel® Rapid Storage Technology 17.2.0.1008 for H10, Windows inbox driver for XG5. OS: Windows* 10 Home 64-bit Version 1809, Build 17763.

Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Performance tests, such as SYSmark and MobileMark,

are measured using specific computer systems, components, software, operations and functions. Any change to any of those factors may cause the results to vary. You should
consult other information and performance tests to assist you in fully evaluating your contemplated purchases, including the performance of that product when combined with

other products. For more complete information about performance and benchmark results, visit http://www.intel.com/benchmarks *Other names and brands may be claimed as the
property of others. .



APPENDIX B

1. 15t to 3Xnm (34nm)- https://phys.org/news/2009-07-intel-industry-nanometer-nand-solid-state.htm|

2. 15t to 2Xnm (25nm)- https://www.intel.com/pressroom/archive/releases/2010/20100201comp.htm

3. 15t 128GB with 15t integrated Hi-K Metal Gate Stack - https://www.pcmag.com/article2/0,2817,2397287,00.asp

4. Highest Density 3D NAND — based on launch on March 26, 2015 comparing to other NAND die in production at that time https://newsroom.intel.com/news-releases/micron-
and-intel-unveil-new-3d-nand-flash-memory/

5. Areal Density. Source — I[EEE. Comparing areal density of Intel measured data on 512 Gb Intel 3D NAND to representative competitors based on 2017 IEEE International Solid-
State Circuits Conference papers citing Samsung Electronics and Western Digital/Toshiba die sizes for 64-stacked 3D NAND component.

6. 15t to 64 layer TLC - http://www.storagereview.com/intel shows off new tech ships 1st 64layer 3d nand for data center

7. Source: Intel. 15t PCle* Intel QLC 3D NAND SSD. Based on Intel achieving PRQ status of Intel® SSD D5-P4320 on 13 July 2018.

8. 15t PCle* QLC SSD for Client - https://www.tomshardware.com/reviews/intel-ssd-660p-glc-nvme,5719.html

Intel is Leading the Way with NVM Technology
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