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Petascale to Exascale, Big Data & Big Compute
Require Partners and a Multi-disciplinary Approach
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8-PAGE SPECIAL POSTGRADUATE SURVIVAL GUIDE R'Y BIRTHDAY ISSUE!
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General Programmable FPGA Do_mz.ain Custom
Purpose CPU Data Parallel Optlmlzed ProceSSOr
Accelerator Accelerator
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Intel®
Processor Graphics
and future .
Discrete GPU Intel® Nervana™ Movidius-\<
(Arctic Sound) inted) con

NNP

GENERAL

Innovative ISA, architecture
providing the best value
across diverse computing
workloads

CUSTOM

Optimized accelerators for
customers who require
optimized solutions

Custom silicon for
specific task

el



Increased compute, memory bandwidth, Al
acceleration, security features, etc. to
maximize customer value for the standard
platform

General
Purpose CPU

Programmable FPGA Domain Custom
Data Parallel Optimized Processor
Accelerator Accelerator

Intel®
Processor Graphics @
and future ARRIA"10
Discrete GPU inside” Intel® Nervana™
(Arctic Sound) NNP

Deliver high-value, workload optimized technologies (Memory,
arithmetic methods, architectures, energy saving techniques...and more)
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Intel® Xeon Phi™
71xx Coprocessor

Up to 61 Cores
In Order Low Power CPU

Intel® Xeon Phi™
72xx Processor

Up to 68 Cores
Out of Order Low Power CPU

IMCI SIMD 16

» AVX-512

Multiple-Ring uArch
Up to 16 Gigabytes GDDR5

» Mesh uArch
On package MCDRAM
Up to 6 Channels DDR4
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NEW MESH INTERCONNECT ARCHITECTURE %"

Broadwell EX 24-core die

g e g g g g
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Mesh Improves Scalability with Higher Bandwidth and Reduced Latenties*

Skylake-SP 28-core die “_\:-_\\/’ -
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Intel® Xeon® Processor
E5-2600 v4 Family

Up to 24 Cores/Socket
Xeon Core
AVX2
Multiple-Ring uArch
Up to 4 Channels DDR4

Intel® Xeon®
Platinum 8180

Up to 28 Cores/socket
Updated Xeon Core
AVX-512
Mesh uArch
— Up to 6 Channels DDR4
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INFERENCE THROUGHPUT (IMAGES/SEC)
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INTEL* DEEP LEARNING BOOST

VECTOR
NEURAL NETWORK
INSTRUCTION
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JL—LT—OBEk Caffe @xnet TensorFlow
0 25

(inted MKL-DNN

Jul'17 Jan'18 Aug'18

— INTEL" XEON" SCALABLE PROCESSOR —

1 Intel® Optimization for Caffe Resnet-50 performance does not necessarily represent other Framework performance.

2 Based on Intel internal testing: 1X (7/11/2017), 2.8X (1/19/2018) and 5.4X (7/26/2018) performance improvement based on Intel® Optimization for Café Resnet-50 inference throughput performance on Intel® Xeon® Scalable Processor.

3 11X (7/25/2018) Results have been estimated using internal Intel analysis, and provided to you for informational purposes. Any differences in your system hardware, software or configuration may affect your actual performance.

Performance results are based on testing as of 7/11/2017(1x), 1/19/2018(2.8x) & 7/26/2018(5.4) and may not reflect all publically available security update. See configuration disclosure for details (config 1). No product can be absolutely secure.Optimization
Notice: Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel microprocessors. These optimizations include SSE2, SSE3, and SSSE3 instruction sets and other optimizations. Intel
does not guarantee the availability, functionality, or effectiveness of any optimization on microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this product are intended for use with Intel microprocessors. Certain optimizations
not specific to Intel microarchitecture are reserved for Intel microprocessors. Please refer to the applicable product User and Reference Guides for more information regarding the specific instruction sets covered by this notice.

Other names and brands may be claimed as the property of others.




ANNOUNCING

CASCADF LAKF ADVANCED PERFORMANCE

NEW CLASS OF INTEL® XEON® SCALABLE PROCESSORS

ARCHITECTED FOR

FEINGCPUYEERE DEMANDING HPC, Al
CASCADE LAKE ADVANCED PERFORMANCE & IAAS WORKLOADS

2-SOCKET SERVER

MORE MEMORY

IOTIHULWXEU /N Rig CHANNELS THAN
ANY OTHER CPU

CASCADE LAKE CASCADE LAKE
MCP MCP

HIGH
48 CORES 48 CORES

ooRa oprs PERFORMANCE LEADERSHIP

12 channels 12 channels

RIBLLIENIVFFYINVT—S SPEED

INTERCONNECT

e34X e13X | 17N

e

Performance Leadership: When it launches, we expect Cascade Lake"Advance:
Linpack performance of general purpose progessors commercially available'
tests, such as SYSmark and MobileMark, are measured using specific compu
factors may cause the results to vary. You should consult other information'al Ce tests to assist'you in fully evaluating your contemplated purchases,
including the performance of that product when combin€éd with other products: re complete infermation visit www.intel.com/benchmarks. Results have been
estimated or simulated using internal Intel analysis oFarchitecture simulation or modeling, and prOVIded to you for informational purposes. Any differences in your
system hardware, software or configuration may affect your actual performance.

Performance results are based on testing or projections as of 6/2017 to 10/3/2018 (Stream Tr|ad) 7/31/201 8 to 10/3/20148 (LINPACK) and 7/11/2017 to 10/7/2018 (DL Inference) and may not reflectall publicly available security updates. See configuration disclosure in backup for details. No product can be absolutely

secure. Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for optimigations thatare not unique to Intel microprocessors. These optimizations include SSE2, SSE3, and SSSE3 instruction sets and other optimizations. Intel does not guarantee the availability, functionality, or effectiveness of

any optimization on microprocessors not manufactured by Intel. Microprocessor-dependent‘optimizations in this'product are intendéd for use with Intel microprocessors. Certain optimizations not specific to Intel microarchitecture are reserved for Intel microprocessors. Please refer to the applicable product User and Reference

Guides for more information regarding the specific instruction sets covered by this noticeyNotice Revision #20110804). Other namesand brands may be claimed as the property of others.

ice to be the performance leader, based on our current understanding of the

mponents, software, operations.and functions. Any change to any of those

cedented-Memory Bandwidth: Native DDR memory bandwidth. Performance VS |I’1tel® XeOﬂ® Plat| num
vs AMD EPYC 7601 Processor at launch

Lilllrsl

—LINPACK STREAM TRIAD— — DL INFERENCE—
IMAGES



http://www.intel.com/benchmarks
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APP DIRECT MODE

PERSISTENT PERFORMANCE
& MAXIMUM CAPACITY

APPLICATION

s

MEMORY MODE

AFFORDABLE MEMORY CAPACITY
FOR MANY APPLICATIONS

APPLICATION
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SOLID STATE DRIVE
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1. Common Configuration - Intel 2U PCSD Server (“Wildcat Pass”), OS CentOS 7.2, kernel 3.10.0-327.el7.x86_64, CPU 2 x Intel® Xeon® E5-2699 v4 @ 2.20GHz (22 cores), RAM 396GB DDR @ 2133MHz. Optane
Configuration — Intel® Optane™ SSD DC P4800X 375GB. NAND Configuration — Intel® SSD DC P3700 1600GB. QoS — measures 99% QoS under 4K 70-30 workload at QD1 using fio-2.15.
(intel.
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J—b1XAVICKRIET: 3D-NAND SSD

SATAN—X SSD
1> J)L° SSD DC S4500
H LV DCS4600 VU—X

10K HDD

SLVEHEMYE RATEERTREZ 3 50 1 [ITERE2

RACTHEENZH 3 70 1ITER
RACTHHNEHFZN 3 50 1 ITER

1. Intel TCO tool comparing Intel SSD DC S4500 960GB and Seagate Savvio* 10K.6 900 GB 10k SAS HDD & Intel SSD DC S4500 960GB and Seagate Savvio 10K.6 900 GB 10k SAS HDD. The workload equates 128 KB (131,072 bytes)
Queue Depth equal to 32 sequential writes. Average power for Seagate drive from http://www.tomshardware.com/charts/enterprise-hdd-charts/-19-Power-Requirement-at-Database,3389.html. http://estimator.intel.com/ssddc/
2. Industry AFR Average (2.11%): Source - Backblaze.com https://www.backblaze.com/blog/hard-drive-failure-rates-q1-2017/

*Other names and brands may be claimed as the property of others.


http://www.tomshardware.com/charts/enterprise-hdd-charts/-19-Power-Requirement-at-Database,3389.html
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Intel® Programmable Acceleration Card with Intel®Arria® 10 GX fpGA
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Intel® Select Solution configurations
and benchmark results are

INTELVERIFIED &

(intel
Other names and brands may be claimed as the property of others.
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Ensuring a minimum
performance standard across
five key HPC-focused
benchmarks on a 4-node
cluster unit

U770 > A4EE

Method of Execution

HPL
HPCG

DGEMM
STREAM
IMB PingPong

Across all 4 nodes
Across all 4 nodes
On each node
On each node
On each node

Between each pair of
nodes

solution

E\/ :

Minimum Performance Requirement

8192.00 GLOP/s

126.90 GFLOP/s rating
32.00 GFLOP/s rating
2048.00 GFLOP/s
164000.00 MB/s

11300.00 MB/s (bandwidth)
1.90 ps (latency)

Benchmark results were obtained prior to implementation of recent software patches and firmware updates intended to address exploits referred to as "Spectre" and
"Meltdown." Implementation of these updates may make these results inapplicable to your device or system.




head node S sty

Compute
nodes

e Bl ! 'ai———— | Management
e g g fabric

F Recommended, not required
https://builders.intel.com/docs/intel-select-simulation-modeling.pdf
*Other names and brands may be claimed as the property of others.

Configuration

Platform

Processor

Memory

Local Storage

Messaging Fabric

Management Network

Software

solution

The minimum Intel-recommended solution configuration for

today’s Simulation and Modeling workloads consists of 4
compute nodes. A management node is required and may be
part of the 4 compute nodes. Consult with OEMs for variations
to system configurations.

Dual-socket server platform

2x Intel® Xeon® Gold 6148 processors at 2.4 GHz, 20 cores/40

threads, or a higher model Intel Xeon Scalable processor

96 GB (12 x 8 GB 2,666-MHz 288-pin DDR4 RDIMM)

S —

2 GB memory per processor core and all memory channé\s{

populated

1 x Intel® Solid-State Drive (SSD ) Data Center (DC) Family*

1 x Intel® Omni-Path Architecture, single-port Peripheral

Component Interconnect Express* (PCle*) 3.0 x16 adapter, 100

Gbps
Integrated 1 gigabit Ethernet (GbE)*

Linux* operating system

Intel® Cluster Checker 2018 Update 2
OpenHPC*

Intel® Parallel Studio XE 2018 Cluster Edition*


https://builders.intel.com/docs/intel-select-simulation-modeling.pdf
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gatk (GenomicsDB /) | | 6ERIAT23@AIIC

(i ”@ Intel®
= Omni-Path
.X EON Architecture

PLATINUM

nsiae

1.  Source: Data presented by, and slide courtesy of Broad Institute, Geraldine Van der Auwera, Ph.D., BiolT World May 24, 2017 https://software.broadinstitute.org/gatk/gatk4
For more information on Intel® Select Solutions for Genomics Analytics, visit https://builders.intel.com/docs/intel-select-genomics-analytics.pdf

For more complete information about performance and benchmark results, visit www.intel.com/benchmarks. Config details on last slide
*Other names and brands may be claimed as the property of others. E intelv


https://software.broadinstitute.org/gatk/gatk4
https://builders.intel.com/docs/intel-select-genomics-analytics.pdf
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ealth management -
gility and optimization

Power, Thermal, Control, Health SDK for ISV

-

IPMI, SNMP, HTTPS, SSH

-

BMC (IDRAC, IMM, ILO), CMC, Node Manager
Rack Servers, Blades, Networking, Storage, PDU
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NOTIGES AND DISGLAIMERS

Intel technologies’ features and benefits depend on system configuration and may require enabled hardware, software or service activation. Performance varies
depending on system configuration.

No product or component can be absolutely secure.

Tests document performance of components on a particular test, in specific systems. Differences in hardware, software, or configuration will affect actual performance.
For more complete information about performance and benchmark results, visit http://www.intel.com/benchmarks .

Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Performance tests, such as SYSmark and
MobileMark, are measured using specific computer systems, components, software, operations and functions. Any change to any of those factors may cause the results
to vary. You should consult other information and performance tests to assist you in fully evaluating your contemplated purchases, including the performance of that
product when combined with other products. For more complete information visit http://www.intel.com/benchmarks .

Intel” Advanced Vector Extensions (Intel® AVX)* provides higher throughput to certain processor operations. Due to varying processor power characteristics, utilizing
AVX instructions may cause a) some parts to operate at less than the rated frequency and b) some parts with Intel® Turbo Boost Technology 2.0 to not achieve any or
maximum turbo frequencies. Performance varies depending on hardware, software, and system configuration and you can learn more at http://www.intel.com/go/turbo.

Intel's compilers may or may not optimize to the same degree for non-Intel microprocessors for optimizations that are not unique to Intel microprocessors. These
optimizations include SSE2, SSE3, and SSSE3 instruction sets and other optimizations. Intel does not guarantee the availability, functionality, or effectiveness of any
optimization on microprocessors not manufactured by Intel. Microprocessor-dependent optimizations in this product are intended for use with Intel microprocessors.
Certain optimizations not specific to Intel microarchitecture are reserved for Intel microprocessors. Please refer to the applicable product User and Reference Guides
for more information regarding the specific instruction sets covered by this notice.

Cost reduction scenarios described are intended as examples of how a given Intel-based product, in the specified circumstances and configurations, may affect future
costs and provide cost savings. Circumstances will vary. Intel does not guarantee any costs or cost reduction.

Intel does not control or audit third-party benchmark data or the web sites referenced in this document. You should visit the referenced web site and confirm whether
referenced data are accurate.
Intel, the Intel logo, and Intel Xeon are trademarks of Intel Corporation in the U.S. and/or other countries.

*Other names and brands may be claimed as property of others.

© 2018 Intel Corporation. intel.
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